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ABSTRACT

We present the treatment of sidelobe power within the BeyondPlanck end-to-end Gibbs sampling framework. Sidelobe power is
estimated in the time domain using a new implementation of the libconviqt convolution algorithm. This procedure is derived and
then applied to the Planck LFI instrument to estimate the sidelobe signal at each Gibbs sample within the BeyondPlanck sampling
loop. We use the same sidelobe response functions as the 2018 LFI DPC analysis, which are stored as alms with mmax = 100 and
lmax = 512. The estimated time domain sidelobe signals are subtracted out ofMR: out of⇒ from? the sky maps shown in the other
BeyondPlanck papers, but are presented here for the purposes of completeness and verification. We compare our implementation
to the previous LevelS implementation and show good agreement between the two codes. We then show mean sidelobe estimates,
which match well with previous efforts on this topic, as well as sidelobe RMS maps that characterize the sensitivity of the sidelobe
estimates to the sky model provided. We also demonstrate the importance of accurate sidelobe measurements, and discuss problems
of calibration and gain estimation that arise when sidelobes are subtracted or modeled incorrectly.

Key words. ISM: general – Cosmology: observations, polarization, cosmic microwave background, instrument characterization –
Galaxy: general

1. Introduction

One of the important systematic effects that must be accounted
for in CMB instruments is the telescope stray light, or sidelobes.
This is the non-zero response of the detector to areas of the sky
outside the main beam, however that is defined. This response
can be caused by many different physical effects, such as spuri-
ous optical reflections or manufacturing irregularities in the de-
tectors or optical elements. These signal contributions can have
far reaching consequences on the observed signal, as they do not
behave in the same manner as the main beam signal.

Sidelobe signals can produce many types of errors in CMB
analysis pipelines, and they represent a potent source of system-
atic contamination. As the sidelobe signal originates from loca-
tions other than the primary telescope pointing, it can contam-

? Corresponding author: M. Galloway; mathew.galloway@astro.
uio.no

inate signals like the CMB and solar dipoles that are used for
calibration. In some experiments, the spurious signal can orig-
inate from a source not on the sky, such as ground pick up or
RF noise. In all cases, sidelobe signal is detrimental to the qual-
ity of the final sky maps and parameter estimates, and requires a
dedicated removal effort.

Characterizing and correcting these spurious signals is there-
fore an important part of optimal CMB mapmaking, and requires
optimized algorithms to characterize them efficiently. One of the
most important of these is the convolution operation, convolving
a beam or sidelobe response function with a sky map or model
to generate a re-observed map. Convolving a sky measurement
with a beam response function is vital for determining how sig-
nal will appear to a telescope, and has been the subject of much
active research in the last 20 years.

Full sky convolution on the sphere is a problem that has been
important in the CMB field since the earliest satellite measure-
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ments. Early experiments like COBE and WMAP used simple
pixel-based convolution approaches, which even for their low
resolution required spherical beam approximations (Wu et al.
2001) or limited the applications to large scales (Burigana et al.
2001).

Wandelt & Górski (2001) presented the first harmonic space
convolution algorithm, which achieved a large performance gain
(O(

√
Npix)) over the pixel-based methods (O(Npix)). This initial

breakthrough allowed the calculation of these convolutions eas-
ily enough that they could be applied to each simulation, instead
of requiring a dedicated study requiring months of runtime.

Several years later, Prézeau & Reinecke (2010) developed
the Conviqt approach, which was been used in the official Planck
analysis pipelines (Planck Collaboration III 2016, Planck Col-
laboration Int. XLVI 2016, Planck Collaboration Int. LVII 2020)
and in the Planck FFP simulations (Planck Collaboration XII
2016). This approach was an improvement over the state of the
art, speeding up the computation of the Wigner recursion rela-
tionships used in their harmonic space algorithm, as well as pro-
viding a standardized, user friendly library, libconviqt, that
was incorporated into numerous pipelines.

BeyondPlanckmakes use of a new convolution formalism to
correct for the spurious signal from sidelobe pickup, one which
is based on Spherical Harmonic Transforms (SHTs). This ap-
proach uses the same fundamental algebra as the older Conviqt
approach, but instead of directly computing the Wigner Matrix
elements, we express the convolution as a Spherical Harmonic
Transform and are thus able to leverage the highly optimized
libsharp SHT library to perform the bulk of the calculations
(Reinecke & Seljebotn 2013). Although this new approach was
not developed specifically for BeyondPlanck, this paper is, to
our knowledge, the first to explicitly derive and discuss them.

2. Sidelobes, libconviqt and libsharp

2.1. Total Convolution through Spin Harmonics

Given a sky map, s(n̂), and beam, b(n̂), our task is to compute a
quantity c(ϑ, ϕ, ψ) ∈ R that represents the convolution of these
two fields, with the beam oriented in polar coordinates (ϑ, ϕ),
and rotated around its own central axis by ψ,

c(ϑ, ϕ, ψ) ≡
∫

4π
s(n̂)b

(
n̂′(ϑ, ϕ, ψ) − n̂

)
dΩn̂. (1)

Here, ϑ and ϕ are the co-latitude and longitude of a location
on the sphere, i.e. they have the same meaning as in the HEALPix
context. sl,ms is the al,m representation of the sky signal, and bl,mb

is the beam in the same representation. Care has been taken to
distinguish between ms (msky) and mb (mbeam), as the two indices
will be treated separately in the following derivation.

The original derivation for this problem has been given by
Prézeau & Reinecke (2010). Their algorithm involves comput-
ing Wigner d matrix elements via recurrences that are no longer
used in the new implementation, so we provide another deriva-
tion here, which results in expressions which match the currently
employed algorithm more closely.

As shown by Wandelt & Górski (2001), Eq. (1) can be eval-
uated efficiently in harmonic space as

c(ϑ, ϕ, ψ) =
∑

l,ms,mb

sl,ms b
∗
l,mb

[Dl
ms,mb

(ϕ, ϑ, ψ)]∗, (2)

where sl,ms and bl,mb are the spherical harmonics coefficients
of the signal and beam, respectively, and Dl

ms,mb
is the Wigner

D-matrix, for which efficient recursion relations are available
(Prézeau & Reinecke 2010).

In the following, we will show that Eq. (1) can alternatively
be expressed in terms of spin-harmonics. The resulting algebra is
in principle identical to the recursion relations used by Prézeau
& Reinecke (2010), but the implementation is simply repack-
aged in a format that is significantly easier to implement in prac-
tical computer code, since it may use existing and highly opti-
mized spherical harmonics libraries, such as Reinecke & Selje-
botn (2013), to perform the computationally expensive parts.

As shown by Goldberg et al. (1967), it is possible to express
the Wigner D matrix as

Dl
−ms(ϕ, ϑ,−ψ) = (−1)m

√
4π

2l + 1 sYlm(ϑ, ϕ)eisψ, (3)

where sYlm(ϑ, ϕ) is called a spin-weighted spherical harmonic.
Inserting this expression into Eq. (2) yields

c(ϑ, ϕ, ψ) =
∑

l,ms,mb

√
4π

2l + 1
sl,ms bl,−mb −mb Ylms (ϑ, ϕ)eimbψ, (4)

where we have assumed that the beam is real-valued in position
space (implying bl,−mb = (−1)mb b∗l,mb

), and used the well-known
symmetry relations

Dl
−ms,−mb

(ϑ, ϕ) = (−1)ms+mb [Dl
ms,mb

(ϑ, ϕ)]∗ (5)

b∗l,mb
(−1)mb = bl,−mb . (6)

Separating the sum yields

c(ϑ, ϕ, ψ) =
∑
mb

eimbψ
∑
l,ms

√
4π

2l + 1
sl,ms bl,−mb −mb Ylms (ϑ, ϕ). (7)

Bruce: The text between Eqn. 7 and Eqn. 9 could provide
more explanation and justification. Here is a place where a
little more "teaching" would help the average reader.

In this expression, the term for mb = 0 can be identi-
fied as a spin-0 spherical harmonic transform of the quantity√

4π/(2l + 1)sl,ms bl,0, which can be easily computed by a library
like libsharp (Reinecke & Seljebotn 2013).

For mb , 0, we consider the contribution of each pair of
terms with the same |mb|. Since c(ϑ, ϕ, ψ) ∈ R, these must be
conjugate complex with respect to each other, and their com-
bined contribution is therefore

eimbψ
mb S l,ms + e−imbψ

mb S ∗l,ms
= (8)

2
(
cos(mbψ)Re(mb S l,ms ) + sin(mbψ)Im(mb S l,ms )

)
,

where we have defined

mb S l,ms ≡
∑
l,ms

√
4π

2l + 1
sl,ms bl,−mb −mb Ylms (ϑ, ϕ). (9)

This is a spherical harmonic transform of a quantity with spin
mb, which can also be computed efficiently by libsharp. DJW:
I spent a bit of time trying to understand what the purpose
was of this paragraph was, but as I understand it now, the
idea is once we can get stuff into a format that libsharp does
well, i.e., a spin-s SHT, we have “solved the problem.” It
might be instructive to just say early on in this section, “a
spin-s SHT is bla”, and then later on you can say “This is
a spherical harmonic transform of a quantity with spin mb,
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i.e., Equation (8), which can also be computed efficiently by
libsharp”.

In practice, the transforms in Eq. (9) are implemented by sep-
arating S into its gradient and curl (or E and B) coefficients, alm
(Lewis 2005),

mb S l,ms = −
(
mb El,ms + i mb Bl,ms

)
, (10)

using the symmetry relations mb El,−ms = (−1)ms mb E∗l,ms
and

mb Bl,−ms = (−1)ms mb B∗l,ms
, and the overall minus sign is a con-

vention. Again making use of the symmetry relation in Eq. 6,
this results in

mb El,ms = −slms Re(bl,mb ) (11)

mb Bl,ms = −slms Im(bl,mb ). (12)

To summarize, efficient evaluation of the convolution inte-
gral in Eq. (1) may be done through the following steps:

1. For each m = 0 . . .mb, pre-compute the spin spherical har-
monic coefficients in Eqs. 11–12, and compute the corre-
sponding spin-mb spherical harmonics transform with an
external library such as libsharp; this results in a three-
dimensional data cube of the form c(ϑ, ϕ,mb).

2. For each position on the sky, (ϑ, ϕ), perform a Fourier trans-
form to convert these coefficients to c(ϑ, ϕ, ψ), as given by
Eq. 7. DJW: I have to admit, the mb → ψ stuff was not
clear to me until I read Dag’s thesis. It might be helpful
to just say explicitly somewhere that the whole point of
doing this is getting into the ring format so we can do the
practically instantaneous FFT

In practice, the resulting c(ϑ, ϕ, ψ) data object is evaluated at a
finite pixel resolution typically set to match the beam bandlimit.
To obtain smooth estimates within this data object, a wide range
of interpolation schemes may be employed, trading off compu-
tational efficiency against accuracy. However, this issue is iden-
tical to previous approaches (Wandelt & Górski 2001; Prézeau
& Reinecke 2010), and we refer the interested reader to those
papers for further details.

2.2. Comparison with libconviqt

To compare the results of this new total convolution approach
and the older libconviqt approach of Prézeau & Reinecke
(2010), we performed some simple tests. We used the two algo-
rithms to compute the convolution between the LFI 28M beam
and a Commander 30 GHz sky model. The resulting convolution
cubes were then observed using LFI’s scanning strategy for the
first 365 days of the Planck flight, and the map differences are
shown in Fig. 1. The convolution cubes were also directly com-
pared for accuracy, and they had an integrated difference at the
10−8 level, which indicates only machine-level differences.

The primary advantage of this new approach, in addition to
being mathematically nicer, is of course speed. Figure 2 shows
runtime comparisons between the two approaches for a test con-
volution of a elliptical beam with the same set of random sky
al,ms. For both cases shown, mmax = 0 and mmax = 10, this work
outperforms the old approach at all but the lowest lmax, where
the data read time is the dominant effect. Additionally, for com-
patibility with the old libconviqt approach, this test was per-
formed with an older version of libsharp, so we expect that
the new algorithm scales more favourably than this with the lat-
est implementation.

30 GHz Difference

-1.8 1.8aK

Fig. 1. Map level difference of the new SHT convolution algorithm com-
pared to the old Conviqt approach, observed using the identical pointing
of the first year of the Planck mission. The differences are at the level
of machine precision, showing good agreement between the two algo-
rithms. Diverging colormap?
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Fig. 2. Runtime comparison between the libconviqt approach and
the new spin-SHT approach for the convolution of an elliptical Gaus-
sian with a set of random sky al,ms. This work ties or outperforms the
previous approach for all values of lmax from 256 to 8192 for both mmax
values shown.

3. Sidelobe Models

Figure 3 shows characteristic sidelobe response functions evalu-
ated at a fixed frequency on the sky for a detector in each band.
The sidelobe response for each detector looks visually quite sim-
ilar, so only these representative ones are shown here. Each is
stored on disk as a set of al,ms with lmax = 512 and mmax = 100.
al,m coefficients with indexes above these maximums are omit-
ted, which is equivalent to setting them to 0, which is justified
as they contain only noise. Heuristically, lmax defines a scale fac-
tor, below which we do not encode sidelobe information, and
mmax is somewhat equivalent a maximum angular resolution of
the sidelobe representation. Figure 3 makes it clear that the side-
lobe signal is an important contribution to the detector signal at
each frequency, and that exact removal of the sidelobe signal is
required to avoid biasing other output products.
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27M Sidelobes

0.00005 0.00050 0.00500 0.050000.05000
Amplitude

24M Sidelobes

0.00005 0.00050 0.00500 0.050000.05000
Amplitude

18M Sidelobes

0.00005 0.00050 0.00500 0.050000.05000
Amplitude

Fig. 3. Maps of the sidelobe response on the sky from the first detector at (left to right) 30 GHz, 44 GHz and 70 GHz. The beam orientation is such
that the main beam is pointed directly at the north pole in these maps. The intensities are normalized such that the main beams have unit power at
l = 0.

3.1. Main Beam Treatment

In the BeyondPlanck analysis, the sidelobe and main beam com-
ponents of the sky response are separated, and the sidelobes are
treated as a nuisance signal similar to the orbital dipole and
monopole correction terms, as can be seen in the global para-
metric model of the data given by Eq. (13).

d j,t = g j,t

Ptp, jBpp′, j

∑
c

Mc j(βp′ ,∆bp j)ac
p′ + sorb

j,t + sfsl
j,t + smono

j

 +

+ncorr
j,t + nw

j,t.

(13)

The other terms in this equation are discussed in detail in Be-
yondPlanck Collaboration (2021), but here the main beam effect
is denoted as Bpp′, j and the sidelobe signal is extracted from the
signal contribution and expressed as sfsl

j,t . This distinction allows
the sidelobes to be treated separately from the main beam in all
respects. Treating the main beam using the Conviqt formalism
of this paper would be possible, but the additional precision re-
quired to model it accurately would require much higher lmax,
and therefore greatly increased computational time and memory
requirements.

In the BeyondPlanck analysis, the main beam is used (in
conjunction with the sidelobes) to compute the full 4π dipole
response, as detailed in Section 3.3. Additionally, a Gaussian
main beam approximation is used during component separation
to smooth the sky model to the appropriate beam resolution for
each channel. During mapmaking, the pixel size for each chan-
nel is selected so that a single pixel can comfortably contain the
main beam, and the beam is assumed to be pointed at the center
of each pixel. In practice, we find this to be a sufficient approxi-
mation to get good convergence.

3.2. Sidelobe Normalization

The normalization of the sidelobes differs slightly from the nor-
malization used within the Planck LFI collaboration. The official
LFI beam products leave a small percentage of the power within
the system unassigned due to uncertainties about where it should
be. BeyondPlanck has chosen to renormalize the beam transfer
function such that this power is distributed proportionally at each
l (that is, rescale the beam transfer function Bl such that its full
sky integral B0 = 1). This re-scaling is equivalent to assigning
the unknown beam power uniformly over the entire beam, which
is likely incorrect, but is we believe this is still preferred to the
alternative of not assigning it. This removes the requirement that

the resultant maps be re-normalized by a transfer function after
they are generated, and allows the LFI data to be compared to
other experiments in a more natural way.

3.3. Orbital Dipole and Quadrupole Sidelobe Response

The treatment of the sidelobes is also important while generating
orbital dipole and quadrupole estimates. Because Planck is cali-
brated primarily from the dipole measurements, as discussed in
Svalheim et al. (2021), the sidelobe’s contribution to the dipole
can directly result in an absolute calibration error if not handled
appropriately. While the CMB dipole can easily be handled us-
ing the the Conviqt approach described in Sec. 2.1, the orbital
dipole is not sky-stationary and thus must be handled separately.

BeyondPlanck generates orbital dipole and quadrupole esti-
mates directly from the Planck pointing information, using the
satellite velocity data which has been stored at low resolution
(one measurement per pointing period). With this information,
it is possible to estimate the orbital dipole and quadrupole am-
plitude for each timestep, allowing the time-domain removal of
the signal before it contaminates the final products with non-
sky-stationary signal artifacts. Additionally, once this signal has
been isolated from the raw data, it can be used as an aid in the
calibration routines because of its highly predictable structure.

To generate the orbital dipole and quadrupole estimate,
BeyondPlanck borrows a technique from the Planck NPIPE
pipeline (Planck Collaboration Int. LVII 2020, see appendix C).
Following this reference, we express the signal D̃ seen by a de-
tector observing a fixed direction n̂0 as the convolution of the
dipole and quadrapole signal on the sky D(n̂) with the full 4π
beam response B(n̂, n̂0).

To generate the orbital dipole and quadrupole estimate,
BeyondPlanck borrows a technique from the Planck NPIPE
pipeline (Planck Collaboration Int. LVII 2020, see appendix C).
Following this reference, we express the signal D̃ seen by a de-
tector observing a direction n̂0 as the convolution of the dipole
and quadrupole signal on the sky D(n̂) with the full 4π beam
response B(n̂, n̂0),

D̃(n̂0) =

∫
dΩ B(n̂, n̂0)D(n̂). (14)

Here, it is useful to break the dipole signal up into three
orthogonal components in the standard Cartesian coordinates
(x, y, z). The orbital dipole and quadrupole in the CMB can be
expressed as a Doppler shift in each direction,

D(n̂) = T0
[
β · n̂(1 + qβ · n̂

]
(15)
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030 GHz I Mean

-15 15K

030 GHz Q Mean

-3 3K

030 GHz U Mean

-3 3K

044 GHz I Mean

-1.5 1.5K

044 GHz Q Mean

-0.3 0.3K

044 GHz U Mean

-0.3 0.3K

070 GHz I Mean

-7.5 7.5K

070 GHz Q Mean

-1.5 1.5K

070 GHz U Mean

-1.5 1.5K

Fig. 4. Sidelobe maps at each of the three LFI frequencies. From top to bottom: 30 GHz, 44 GHz and 70 GHz. The left column is the unpolarized
sky signal, the central column is the Q polarization and the right column is U. Note the difference in the colour scales required to see the same
level of detail in all three channels. DJW: would be nice to have these using the planck colormap, or some other diverging colormap

where β is the satellite velocity divided by the speed of light
β = v

c , T0 is the CMB temperature and q is quadrupole factor
dependent on the frequency ν, defined by

q =
x
2

ex + 1
ex − 1

, where x =
hν

kBT0
. (16)

Because each of the three coordinates are orthogonal,
Eq. (15) can be expanded in Cartesian coordinates as:

D̃ = T0

∫
dΩB(n̂, n̂0)

[
x βx + y βy + z βz+

q
(
x2 β2

x + y2 β2
y + z2 β2

z +

2xy βxβy + 2xz βxβz + 2yz βyβz

)]
. (17)

Here, n̂ is a unit direction vector which is the integration vari-
able, and n̂0 is the fixed direction of the satellite pointing for
this timestep. Noting that this integral is independent of the β
terms, we can precompute this full sky beam/dipole integral for
a fixed beam orientation (we selected the default one of the beam
pointing to the "north" pole of the HEALPix map). This gives 9

pre-computed S factors that can then be applied to the velocity
as:

D̃ = T0

[
S x βx + S y βy + S z βz+

q
(
S xx β

2
x + S yy β

2
y + S zz β

2
z +

2S xy βxβy + 2S xz βxβz + 2S yz βyβz

)]
. (18)

Once we have precomputed this integral for a fixed orienta-
tion, all we must do to compute D̃ is rotate the pointing vector to
the same orientation in which we pre-computed these S factors,
and apply this same rotation to the satellite velocity vector. This
means that instead of a full sky integral per timestep, we can
instead simply compute a single rotation and then a summation
operation, greatly increasing the speeds at which the dipole and
quadrupole estimates can be generated in the time domain.

BeyondPlanck further accelerates this operation by comput-
ing this rotation for only one point in twenty, and using a spline
to interpolate between them. This saves the costly operation of
calculating a new rotation matrix at each step, and instead relies
on the smoothness of the signal to ensure continuity. The algo-
rithm treats the final few points of each pointing period that do
not divide evenly into the subsampling factor separately. This al-
lows the use of regular bin widths, which greatly speeds up the
splining routines, while the final few points are calculated using
the slower rotation matrix technique.
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Fig. 5. Sidelobe rms maps at each of the three LFI frequencies. From top to bottom: 30 GHz, 44 GHz and 70 GHz. The left column is the
unpolarized sky signal, the central column is the Q polarization and the right column is U.

4. Sidelobe Estimates

4.1. Maps

Figure 4 shows the mean sidelobe estimates at each of the three
LFI frequencies. These maps show the sidelobe signal for the
entire flight co-added across each frequency and then projected
into sky coordinates, identically to the way the true sky signal is
treated. They differ from the traditional Planck method of pro-
ducing a template map and fitting it out because these signals
are produced in the time domain during TOD processing, and
thus are always appropriate for the selection of data used by the
pipeline. These templates are exactly correct for the maps pro-
duced by this pipeline runs, but will not match precisely with
analyses that use different data cuts, flagging or channel selec-
tion.

In each case, the 50 sample initial burn in period is discarded
before computing the means. The sidelobe estimates are not out-
put every sample because they are only used for diagnostic pur-
poses and have little cosmological interest. Instead, they were
written every 10 samples, a rate which is adjustable in the pa-
rameter file. Consequently, the maps of Fig. 4 are generated us-
ing only 90 total samples of the possible 900.

These results look similar to those previously presented in
Fig. 7 of Planck Collaboration et al. (2016) (the far sidelobe
maps were not shown in the 2018 release as they were very sim-
ilar to 2015). The main difference is that the results here also
consider the sidelobe response to the CMB dipole as part of the
spurious signal at this stage, whereas the LFI 2015 DPC analy-
sis showed the sidelobe pickup of dipole-subtracted maps. Both

pipelines see the most significant sidelobe signal at 30 GHz, and
the morphology of the ring structures is markedly similar. These
rings are caused by the pickup of emission from the galactic
plane in the sidelobes as the satellite scans. The galactic fore-
grounds are the brightest part of the sky at these frequencies and
so it is understandable that they would have the greatest effect
on the sidelobe pickups.

4.2. Stability

In addition to the sidelobe mean maps, the BeyondPlanck
pipeline outputs can also be used to look at sidelobe stability
and statistical variation. Figure 5 shows the rms maps generated
from the same sample of sidelobe estimates as was used in Fig. 4.
Clear evidence of the scanning pattern can be seen, which is ex-
pected. The sharp vertical lines visible in polarization (clearest
in 30 GHz Q and U at the top, and 44 GHz U at the top and
bottom) have been previously examined by the Planck team, and
are caused by a chance alignment between the non–dense Planck
scanning strategy and the shape of the HEALPix pixels. For an
example of this effect, see Fig. 15 of Planck Collaboration et al.
(2014).

These RMS maps cannot be considered true sidelobe error
estimates, however, as they do not characterize the response of
the system to different models of the physical sidelobe pickup.
Instead, they simply show the change in the estimated sidelobe
signal as the sky estimates change through component separa-
tion. They can be interpreted as regions in the sky where the
sidelobe signals are particularly sensitive to changes in sky sig-
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Fig. 6. Frequency map difference plots at (left to right) 30, 44 and 70 GHz, comparing the mean Gibbs maps from the BeyondPlanck release with
a maximum-likelihood execution that has no sidelobe correction.

nal, however, so they are still somewhat informative about how
small errors in sidelobe modeling might appear in the sky maps.

To have a true propagation of sidelobe error estimates would
require sampling over the physical parameters that determine
the response on the sky. While sampling the full set of GRASP
model parameters is likely to be infeasible due to size and com-
putational time, finding a minimal parameter set that allows for
some reasonable variation in the sidelobe response functions
would allow the BeyondPlanck pipeline to sample over this
range of parameters and give physically motivated errors to the
sidelobe models. This approach will be developed for future ap-
plications such as the LiteBIRD mission (Hazumi et al. 2019).

5. Results

To demonstrate the importance of sidelobe corrections on a va-
riety of other products, we performed a simple maximum likeli-
hood run of the Commander code, starting from the same input
data as the main pipeline run. In the absence of changes, this run
should approximate the mean maps from the sampling pipeline,
although obviously without any information about the full sam-
ple distribution and errors. To explore the effects of sidelobes, we
removed the far sidelobe correction from this secondary pipeline
execution, and we compare the results to the main pipeline mean
maps.

Figure 6 shows the differences in the frequency maps be-
tween the two cases in temperature, where the effects are the
most obvious. The most glaring features are the large dipole dif-
ferences that can clearly be seen at 30 and 70 GHz. These are
directly caused by the dipolar component seen in Fig. 4, as this
contribution to the total sky signal that was in the sidelobe term is
now unaccounted for. This explains the lack of much of a dipole
signal at 44 GHz, as here the sidelobe contributions were at a
much lower amplitude than the other frequencies. In previous
analyses, these dipole contributions were handled through spe-
cific modeling of exactly these effects, but this makes it explicitly
clear that correct dipole measurements require accurate knowl-
edge of the sidelobe pickup.

The second obvious effect visible in Fig. 6 is a monopole off-
set of 10-15 µK at all frequencies (note that the colour scales are
not centered at 0). This monopole offset follows directly from
the dipole problems discussed above. The internal gain of the in-
strument is calibrated by fitting the observed dipole signal to a
model of the dipole components based on relative velocities and
geometries (for more details see Gjerløw et al. (2021)). This gain
coefficient is therefore directly affected by the spurious dipole
signal injected by the sidelobes, which in turn causes an incor-
rect overall calibration of the maps. This bad calibration feeds
directly into the overall amplitude of the CMB monopole at each

frequency, causing this offset that we see in the difference maps.
Once again, this shows the importance of modeling all contribu-
tions appropriately, and demonstrates ways in which poor side-
lobe knowledge could contribute directly to bad astrophysical
sky parameters like the CMB temperature.

Finally, we see two more features in the difference maps that
are more localized. The first of these are the ring structures that
match the actual sidelobe map structures quite closely, these are
of course the same rings from Fig. 4, which are not corrected
for in the second pipeline run (where the sidelobe corrections
are omitted). Additionally, there are some uniform residuals that
are visible in the galactic plane regions of the difference maps.
These are caused by calibration mismatch between the detectors
at a single frequency. As each of the detectors now sees a slightly
different dipole signal on the sky, depending on its specific side-
lobe response, their calibrations do not agree with one another,
which causes signal residuals which are most visible in the plane
where the signal amplitude is highest.

Figure 7 shows the differences in component maps from this
same comparison, also in temperature. The CMB as well as the
three low-frequency foreground components are estimated using
the standard Commander3 technique described in Andersen et
al. (2021). The CMB component sees similar issues to the ones
seen by the frequency maps above. The mono- and dipoles are
incorrect, there are sidelobe-esque stripes and the galactic plane
shows a strong residual, all of which are effects that have been
seen directly in the frequency maps. This dipole difference seen
here is precisely the one that contributes to the difference in cal-
ibration between the two different pipeline executions.

The other three low-frequency foreground components (syn-
chrotron, AME and free-free) show less structural difference
when compared. They have absorbed some of the monopole off-
sets present in the maps, as well as some additional sidelobe-
like ring structures, but the primary difference can be seen most
clearly in the galactic plane. Here, we notice a large residual
caused by the inaccurate model of the galactic emission being
altered slightly by the gain and calibration differences between
the two runs. As the galactic emission is significantly brighter
than the rest of the sky, small changes in calibration produce
large errors like the ones seen here.

These residual errors of Figs. 6 and 7 must also be present
in the BeyondPlanck analysis, albeit at much lower levels. We
know that our knowledge and modeling of the sidelobes are im-
perfect, as they are based on limited measurements of the phys-
ical LFI sidelobes, and some of the power is unaccounted for.
Future applications of the pipeline that aim for a robust r ≤ 0.01
measurement will be required to marginalize over the sidelobe
uncertainties in some manner, either by directly Gibbs sampling
a subset of the instrument parameters or by parameterizing and
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Fig. 7. Component map difference plots for (clockwise from top left) cmb, synchrotron, AME and freefree emission, comparing the mean Gibbs
maps from the BeyondPlanck release with a maximum-likelihood execution that has no sidelobe correction.

fitting sidelobe error estimates. We do not believe that the side-
lobe contribution causes significant errors in the LFI sample sets
produced by BeyondPlanck, as it is unlikely to be more than a
10 % error on the sidelobe estimates of Fig. 4. At 30 GHz, this
corresponds to at most a 0.05 % error in our temperature maps
and a 1 % error in polarization. We do expect however, that as in-
strumental sensitivities improve, especially in polarization, this
sidelobe term will need to be modeled more accurately than has
been done up until now.

6. Summary and Conclusions

The Conviqt algorithm is the fastest full-sky convolution tech-
nique currently available. This paper presents the implementa-
tion and verification of Conviqt within the Commander frame-
work as well as characterization of the outputs. We showed
estimates of sidelobe signals and RMS maps produced by the
BeyondPlanck pipeline for the three LFI frequency bands. We
also discussed the issues that could arise in an analysis that
had poor sidelobe modeling, and showed that this issue would
be much more important for planned high-sensitivity CMB
projects, which would require better instrumental characteriza-
tion and novel algorithms for marginalizing over sidelobe errors.

The full-sky sidelobe treatment techniques presented here
are easily generalizable to other experiments, and can be tuned
to match the required spatial characteristics of other instruments
simply by adjusting the lmax and mmax of the sidelobe description.
The only requirement for using the code with a new instrument
is a HEALPix-compatible description of the sidelobe response

function per detector. The more accurate this characterization of
the instrument is, the better the sidelobe estimate will approxi-
mate the true sidelobe contamination in the timestream. We in-
tend to use this formalism to correct sidelobes in the forthcoming
Commander3 integration of WMAP, LiteBIRD and HFI, as well
as on other as of yet unplanned projects.

The approach presented here is less useful for ground or bal-
loon based experiments where the sidelobe pickup contains ra-
diation from an environmental source. This pickup is not sky-
synchronous, and thus cannot be modeled purely as a beam-sky
convolution, but must include additional contributions from, for
example, telescope baffles, ground pickup or clouds. For these
types of experiments, other techniques such as aggressive baf-
fling are likely better suited.

Future CMB experiments such as LiteBIRD that are target-
ing low B-mode limits may need to consider more complex ways
of handling sidelobes and beams. One proposal that has been
discussed is the full sky deconvolution of the full beam at each
timestep, which could be achieved using a similar framework to
the approach discussed here. This would remove the sidelobes as
a nuisance signal from the data model of Eq. (13) and instead in-
corporate them directly into the beam term, Bpp′, j. This approach
would be feasible for a relatively low-resolution experiment like
LiteBIRD and will be investigated going forward.
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